SW Assisted VDPA for Live Migration
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VDPA: enable data path pass-thru within Para-V /@)
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Transparent to guest
More performant with the coming virtiol.1

Vhost Data Path Acc.
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Device Live Migration Status Quo 2 DPDK

Tricky LM with VF pass-thru

Hacked hypervisor and guest vhost
— _ kernel
Bond VF with virtio, manually or automatically
More or less assumption/requirement to VM / ive \
VDPA migration
Inherit Para-Virt LM-able nature

Hypervisor helps to record device state HW
Zero requirement to guest kernel/userspace
Cross backend LM




VDPA Live Migration Workflow @ PPDK
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SW-Assisted VDPA for Live Migration @ DPDK

Virtio driver
buf
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Log buffer

Relay
Thread

Virtio ACC

SW fallback from HW

A relay thread stands in between
Zero-copy

No desc.addr translation

Page logging passingly when relay
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Design & Impl

emug | GUes! - Event driven relay

KVM memory Epoll on guest kick and device intr
virtio ;

Mem

Physical

! VFIO

doorbell

MSI-X

virtio Acc

Dirty page logging when updating used ring
Batched logging of used ring
CPU usage increases as PPS arises

- APIs ready
Enable/Disable VDPA direct 10
Update IOMMU table for device DMA scope
Available ring relay for desc check
Used ring relay for dirty page logging




HW vs SW

@ DATA PLANE DEVELOPMENT KIT

virtio
QEMU/VDPA Log buffer
Vring DMA logging
Virtio Acc

Reduce bus overhead:

- Coarse-grained logging

virtio

Extra HW effort HW Complex Just Vring DMA i

Small Transaction | Bus Overhead No
Always ~0% CPU Usage ~62% with QEMU/VDPA relay Log buffer
netperf

Yes Consistent Perf Fall off ~45% il

- Vring DMA
No Switchover ~50ms —

unavailable Virtio Acc

- ldeally logging in IOMMU (long term)

Better relay perf:
- Polling mode relay

- One dedicated core



Future: A Unified Zero-copy Framework /@)
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DATA PLANE DEVELOPMENT KIT

SW fallback for vring compatible HW

virtio
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Unified zero-copy for generic NIC
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Virtio Ring Compatible

SW fallback from direct IO at LM stage

As a particular zero-copy

= virtio
engqueue dequeue
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mempool mempool VDPA
Rx_burst Tx_burst

Mempool as a wrapper for en/dequeue
Minimum code change to NIC pmd

w/0 desc.addr translation




Upstreaming Status
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18’Q2 QEMU vhost user support for VDPA
DPDK 18.05 VDPA framework in vhost

DPDK 18.05 IFCVF VDPA driver

Kernel VDPA (https://lwn.net/Articles/750770/)
DPDK 19.02 SW assisted VDPA for live migration

‘Merged
‘Merged

‘Merged
RFC]

V1]
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https://lwn.net/Articles/750770/

Key Takeaways 2)DPDK

- VDPA combines SW Flex & HW Perf
SWe-assisted VDPA could further simplify HW design

- A generic zero-copy framework for all NICs with VDPA



@ DATA PLANE DEVELOPMENT KIT

Thanks!




